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Abstract

Arrival price algorithms determine optimal trade schedules by bal-
ancing the market impact cost of rapid execution against the volatil-
ity risk of slow execution. In the standard formulation, mean-
variance optimal strategies are static: they do not modify the ex-
ecution speed in response to price motions observed during trad-
ing. We show that with a more realistic formulation of the mean-
variance tradeoff, and even with no momentum or mean rever-
sion in the price process, substantial improvements are possible
for adaptive strategies that spend trading gains to reduce risk, by
accelerating execution when the price moves in the trader’s favor.
The improvement is larger for large initial positions.
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1 Introduction

Algorithmic trading always involves some form of the classic tradeoff
between risk and reward. In arrival-price-like algorithms, currently the
most popular framework, the execution benchmark is the pre-trade or
“decision” price. The difference between the execution price and the
benchmark is the “implementation shortfall” [Perold, 1988], which is an
uncertain quantity since execution of a substantial order takes a finite
amount of time. The trading algorithm is designed to tailor the proper-
ties of this random variable to the investor’s preferences.

In the simplest model, the expected value of the implementation short-
fall is entirely due to market impact incurred by trading at a nonzero rate
(we neglect anticipated price drift). This expected cost is minimized by
trading as slowly as possible, for example, a VWAP strategy across the
maximum allowed time horizon. Since market impact is assumed deter-
ministic, the variance of the implementation shortfall is entirely due to
price volatility, and this variance is minimized by trading rapidly.

This risk-reward tradeoff is very familiar in finance, and a variety of
criteria can be used to determine risk-averse optimal solutions. Arrival
price algorithms compute the set of “efficient” strategies that minimize
risk for a specified maximum level of expected cost or conversely; the set
of such strategies is summarized in the “efficient frontier of optimal trad-
ing” introduced by Almgren and Chriss [2000]. The simple mean-variance
approach has the advantage that the risk-reward tradeoff is independent
of initial wealth, a useful property in an institutional setting.

This paper points out a surprising aspect of the mean-variance for-
mulation: substantial improvements are possible depending on precisely
how mean and variance are interpreted.

A central question is whether the trade schedule should be static or
dynamic: should the list of shares to be executed in each interval of time
be computed and fixed before trading begins, or should the trade list be
updated in “real time” using information revealed during execution?

The surprising observation of Almgren and Chriss [2000] is that, un-
der very realistic assumptions about the asset price process (arithmetic
random walk with no serial correlation), static strategies are equivalent
to dynamic strategies. No value is added by considering “scaling” strate-
gies in which the execution speed changes in response to price motions.

To be more specific, let us consider two different specifications of the
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trade scheduling problem:

1. For a static strategy, we require that the entire trade schedule must
be fixed in advance (Huberman and Stanzl [2005] suggest that a
reasonable example of this is insider trading, where trades must be
announced in advance). For any candidate schedule, the mean and
variance are evaluated at the initial time, and the optimal schedule
is determined for a specific risk aversion level.

2. For a dynamic strategy as usually understood in dynamic program-
ming, we allow arbitrary modification of the strategy at any time.
To recalculate the trade list, we use all information available at that
time and we value strategies by a mean-variance tradeoff of the re-
maining cost, using a constant parameter of risk aversion.

In the model of Almgren and Chriss [2000], 1 and 2 have the same so-
lution. Liquidity and volatility are assumed known in advance, so the
only information revealed is the asset price motion. Price information
revealed in the first part of the execution does not change the probability
distribution of future price changes. Because the mean-variance tradeoff
is independent of initial wealth, the trading gains or losses incurred in
the first part of the program are “sunk costs” and do not influence the
strategy for the remainder.

This paper presents an alternative formulation:

3. In the new formulation, we precompute the rule determining the
trade rate as a function of price, using a mean-variance tradeoff
measured at the initial time. Once trading begins, the rule may not
be modified, even if the trader’s preferences reevaluated at an inter-
mediate time would lead him or her to choose a different strategy,
as in 2 above (we call this the “Dr. Strangelove” strategy).

The optimal solution of problem 3 is generally not the same as the solu-
tion of problems 1 and 2.

As an illuminating contrast, in the well-known problem of option
hedging, the optimal hedge position and hence the trade list depend on
price and hence are not known until the price is observed, although the
rule giving this hedge position is computed in advance using dynamic
programming. Thus formulation 1 is dramatically suboptimal, but 3
gives the same result as 2.
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For algorithmic trading, the improved results of 3 over 1 and 2 come
from introducing a negative correlation between the trading gains or
losses in the first part of the execution and market impact costs incurred
in the second part. Trading gains and losses due to price movement are
serially uncorrelated, but they can be correlated with market impact costs
by a simple rule: if the price moves in your favor in the early part of the
trading, then spend those gains on market impact costs by accelerating
the remainder of the program. If the price moves against you, then re-
duce future costs by trading more slowly, despite the increased exposure
to risk of future fluctuations. The result is an overall decrease in vari-
ance measured at the initial time, which can be traded for a decrease in
expected cost.

In practice there are no artificial constraints on the adaptivity of trad-
ing strategies. The key observation of this paper is that the ex ante mean-
variance optimization expressed by formulation 3 corresponds better to
the way that trading results are measured in practice, via ex post sam-
ple mean and variance over a collection of similar programs. A simple
example will make the logic clear.

1.1 Example

Suppose that two bets are available. Bet A pays 0 or 6 with equal prob-
ability; its expected value is 3 and its variance is 9. Bet B pays 1 with
certainty; its expected value is 1 and its variance is zero. We consider a
risk-averse investor whose coefficient of risk aversion is 1/9: he assigns
ex ante value E − (1/9)V to a random payout with expected value E and
variance V . For this investor, a single play of A has value 2 and a single
play of B has value 1, so he prefers A.

Now suppose that our investor will play this game two times, with
independence between the outcomes. We consider three ways in which
he may choose his bets.

1. In a static strategy, he must fix the sequence AA, AB, BA, or BB
before the game begins. By independence, choice AA has twice the
value of A and is preferred. Its value is 4.

2. In a dynamic strategy, he chooses the second bet after he learns
the result of the first play. By that time, the first result will be a
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Figure 1: Optimal static strategy (left) and optimal adaptive strategy
(right) in the two-round two-bet game for a risk-averse investor with co-
efficient λ = 1/9; the investor considers the risk-adjusted value E − λV ,
where E denotes the expected value of the two-round payoff, and V its
variance. Bet A pays 0 or 6 with equal probability, bet B pays 1 with
certainty. The optimal adaptive strategy yields a risk-adjusted value of
4.06, whereas the optimal static strategy only a risk-adjusted value of 4.

constant wealth offset, so he will always choose A on the second
play. Knowing that that will be his future choice, he chooses A on
the first bet to maximise his total value measured at the initial time.
Thus the strategy and the payoff are the same as in the static case.

3. In our new formulation, the investor specifies three choices: his bet
on the first play, his bet on the second play if he wins the first one,
and his bet on the second play if he loses the first. The optimal
rule is to bet A on the first play, and if then he wins to choose B,
if he loses to play A again, giving payouts 0, 6, 7, and 7 with equal
probability. Its value is 4.06, better than choices 1 or 2.

In this model, bet A corresponds to slow trading, with high expected
value (low cost) and high variance, and B is fast trading. If the ran-
dom outcome (trading gain) in the first period is positive, then the trader
spends some of this gain on reducing the variance in the second period.

Now suppose that the investor plays this game many times in se-
quence, and wishes to optimize his sample mean and variance, combined
using the same coefficient of risk aversion. If the results are reported over
individual plays, then the ex post sample mean and variance will be close
to the ex ante expectation and variance of a single play, and the optimal
strategy will be to bet A each time, as in 1 and 2 above.

However, suppose the results are aggregated over pairs of plays. That
is, the gains of play 1 and play 2 are added together, play 3 and play 4
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are added, etc. Then the adaptive strategy of case 3 above will give the
best results: within each pair, choose the second bet based on the result
of the first one. If the results are grouped into larger sets, then a more
complicated strategy will be even more optimal.

1.2 Trading in practice

As in the simple example, the question of which formulation is more re-
alistic depends on how trading results are reported. At Banc of America
Securities, and probably at other firms, clients of the agency trading desk
are provided with a post-trade report daily, weekly, or monthly depend-
ing on their trading activity. This report shows sample average and stan-
dard deviation of execution price relative to the implementation shortfall
benchmark, across all trades executed for that client during the report-
ing period. The results are further broken down into subsets across a
dozen dimensions such as strategy type, primary exchange, buy or sell,
trade size, market capitalization, sector, and the like.

Because of the subsets, it is difficult to identify a larger unit than the
individual order. We therefore argue that the broker-dealer’s goal is to
design algorithms that optimize sample mean and variance at the per-
order level, so that the post-trade report will be as favorable as possible.
As in the simple example, this criterion translates to formulation 3 above,
which is not optimized by current arrival price algorithms.

Of course, the broker also has a responsibility to design the post-trade
report so that it will be maximally useful to the client; that is, so that it
corresponds as closely as possible to the client’s investment goals. One
interpretation of the results here is that the report should show statistics
with finer resolution. For example, it could show mean and variance
of shortfall for each one thousand dollars of client money spent, for
example. The best choice of reporting interval is an open question.

1.3 Other adaptive strategies

Our new optimal stratgies are “aggressive-in-the-money” (AIM) in the
sense of Kissell and Malamut [2005]: execution accelerates when the
price moves in the trader’s favor, and slows when the price moves ad-
versely. A “passive-in-the-money” (PIM) strategy would react oppositely.
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Adaptive strategies of this form are called “scaling” strategies, and they
can arise for a number of reasons beyond those considered here.

A decrease in risk tolerance following a gain, and increase follow-
ing a loss, is consistent with traders’ observed preferences [Shefrin and
Statman, 1985] and is well-known in “prospect theory” [Kahneman and
Tversky, 1979]. Perhaps for this reason, scaling strategies often seem in-
tuitively reasonable, though such qualitative preferences properly have
no place in quantitative institutional trading. Our formulation is straight-
forward mean-variance optimization.

One important reason for using a AIM or PIM strategy would the ex-
pectation of serial correlation in the price process. If the price is be-
lieved to have momentum (positive serial correlation), then a PIM strat-
egy is optimal: if the price moves favorably, one should slow down to
capture even more favorable prices in the future (see, for example, Alm-
gren and Lorenz [2006]). Conversely, if the price is believed to be mean-
reverting, then favorable prices should be captured quickly before they
revert. Adaptive strategies can also be optimal according to risk aversion
criteria other than simple mean-variance [Kissell and Malamut, 2005].
Our strategies arise in a pure random walk model with no serial correla-
tion, using pure classic mean and variance.

These models do provide an important caveat for our formulation.
Our AIM strategy suggests to “cut your gains and let your losses run.” If
the price process does have any significant momentum, even on a small
fraction of the real orders, then this strategy can cause much more se-
rious losses than the gains it provides. Thus we do not advocate imple-
menting them in practice before doing extensive empirical tests.

2 Market Model

We consider trading in a single asset whose price is S(t), obeying the
arithmetic random walk

S(t) = S0 + σ B(t)

where B(t) is a standard Browian motion and σ is an absolute volatil-
ity. This process has neither momentum nor mean reversion: future
price changes are completely independent of past changes. The Brown-
ian motion B(t) is the only source of randomness in the problem. In the
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presence of intraday seasonality, we interpret t as a volume time relative
to a historical profile, and we assume that volatility is constant under
this transformation.

The trader has an order of X shares, which begins at time t = 0 and
must be completed by time t = T < ∞. We shall suppose X > 0 and
interpret this as a buy order. The benchmark value of this position at
the start of trading is XS0.

A trading trajectory is a function x(t) with x(0) = X and x(T) = 0,
representing the number of shares remaining to buy at time t. For a
static trajectory, x(t) is determined at t = 0, but in general x(t) may be
any non-anticipating random functional of B.

The trading rate is v(t) = −dx/dt, which will generally be positive
as x(t) decreases to zero. With a linear market impact function for sim-
plicity, although empirical work [Almgren et al., 2005] suggests a concave
function, the actual execution price is

S̃(t) = S(t) + ηv(t)

where η > 0 is the coefficient of temporary market impact. Permanent
market impact is also important but has no effect on the optimal trade
trajectory if it is linear. (See Almgren and Chriss [2000] for a general
discussion of this model.) We assume that the model parameters are
known with certainty, and thus the underlying price S(t) is observable
based on our execution prices S̃(t) and our trade rate v(t).

The implementation shortfall C is the total cost of executing the buy
program relative to the initial value:

C =
∫ T

0
S̃(t)v(t)dt − X S0

= σ
∫ T

0
x(t)dB(t) + η

∫ T
0
v(t)2dt.

(We have substituted the expressions above and integrated once by parts,
using B(0) = 0 and x(T) = 0.) The first term represents the trading gains
or losses: since we are buying, a positive price motion gives positive cost.
The second term represents the market impact cost. For an adaptive
strategy, both terms are random since x(t) and hence v(t) are random.

Mean-variance optimization solves the problem

min
x(t)

(
E + λV

)
(1)
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for each λ ≥ 0, where E = E(C) and V = Var(C) are the expected value
and variance of C . As λ varies, the resulting set of points

(
V(λ), E(λ)

)
trace out the efficient frontier. For adaptive strategies, C is not Gaussian,
but we continue to optimize mean and variance.

2.1 Static trajectories

If x(t) is fixed independently of B(t), then C is a Gaussian random vari-
able with mean and variance

E = η
∫ T

0
v(t)2dt and V = σ 2

∫ T
0
x(t)2dt.

The solution of (1) is then obtained as x(t) = X h(t, T , κ), where the
static trajectory function is

h(t, T , κ) = sinh
(
κ(T − t)

)
sinh

(
κT
) for 0 ≤ t ≤ T , (2)

and the static “urgency” parameter is

κ =
√
λσ 2

η
. (3)

The units of κ are inverse time, and 1/κ is a desired time scale for liqui-
dation, the “half-life” of Almgren and Chriss [2000]. The static trajectory
is effectively an exponential exp(−κt) with adjustments to reach x = 0
at t = T . For fixed λ, the optimal time scale is independent of portfolio
size X since both expected costs and variance scale as X2.

Equivalence of the static and dynamic solutions is demonstrated by
observing that

h(t, T , κ) = h(s, T , κ)h(t − s, T − s, κ) for 0 ≤ s ≤ t ≤ T .

That is, the trajectory recomputed at time s, using the same urgency
parameter, is the same as the tail of the original trajectory.

By taking κ → 0, we recover the linear profilex(t) = X(T−t)/T , which
is equivalent to a VWAP profile under the volume time transformation.
This profile has expected cost Elin = ηX2/T and variance Vlin = σ 2X2T/3.
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2.2 Nondimensionalization

The solution and the cost will depend on five dimensional constants: the
initial sharesX, the time horizon T , the volatilityσ , the impact coefficient
η, and the risk aversion λ. To simplify the structure of the solution, it is
convenient to define scaled variables.

We measure time relative to T and shares relative to X. That is, we
define the nondimensional time t̂ = t/T and nondimensional function
x̂(t̂) = x(T t̂)/X, so that 0 ≤ t̂ ≤ 1 and x̂(0) = 1, x̂(1) = 0. The nondi-
mensional velocity is v̂(t̂) = v(T t̂)/(X/T) = −dx̂/dt̂.

We scale the cost by the dollar cost of a typical move due to volatility.
That is, we define Ĉ = C/

(
σX

√
T
)
, and then we have

Ĉ =
∫ 1

0
x̂(t̂) dB̂(t̂) + µ

∫ 1

0
v̂(t̂)2dt̂ (4)

where B̂(t̂) = B(T t̂)/
√
T and the “market power” parameter is

µ = ηX/T
σ
√
T
.

Here the numerator is the price concession for trading at a constant rate,
and the denominator is the typical size of price motion due to volatility
over the same period. The ratio µ is a nondimensional preference-free
measure of portfolio size, in terms of its ability to move the market.

To estimate realistic sizes for this parameter, we recall that Almgren
et al. [2005] introduced the nonlinear model K/σ = η(X/VT)α, where K
is temporary impact (the only kind relevant here), σ is daily volatility, X
is trade size, V is an average daily volume (ADV), and T is the fraction
of a day over which the trade is executed. The coefficient was estimated
empirically as η = 0.142, as was the exponentα = 3/5. Therefore, a trade
of 100% ADV executed across one full day gives µ = 0.142. Although this
is only an approximate parallel to the linear model used here, it does
suggest that for realistic trade sizes, µ will be substantially smaller than
one.

Problem (1) has the scaled form min(Ê + µκ̄2V̂ ), where Ê = E(Ĉ),
V̂ = Var(Ĉ), and the scaled static urgency is κ̄ = κT with κ from (3), or

κ̄2 = λσ 2T 2

η
.
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The scaled risk aversion parameter µκ̄2 depends on X via the factor µ,
though the scaled time scale κ̄ is independent of X.

We use κ̄ as the parameter to trace the frontier in place of λ. The result
will be a trajectory x̂(t̂; κ̄, µ), with scaled cost values Ê(κ̄, µ) and V̂ (κ̄, µ).
For each value of µ ≥ 0, there will be an efficient frontier obtained by
tracing Ê and V̂ as functions of κ̄ over 0 ≤ κ̄ < ∞. The linear trajectory
has scaled expected cost Êlin = µ and variance V̂lin = 1/3.

2.3 Small-portfolio limit

We now consider the limit µ → 0, with κ̄ constant. Since X appears in µ
but not in κ̄, and all the other dimensional variables do appear in κ̄, this
is equivalent to taking X → 0 with T , σ , η, and λ fixed. We show that for
small portfolios, static strategies are optimal.

When µ is small, the second term in (4) is small compared to the first
and the variance of nondimensional cost is approximately

Var(Ĉ) ∼ Var
∫ 1

0
x̂(t̂) dB̂(t̂) =

∫ 1

0
E
(
x̂(t̂)2

)
dt̂, µ → 0.

That is, the uncertainty in realized price comes primarily from price
volatility. Even if the strategy is adapted to the price process so that
x̂(t̂) is random, the market impact cost is itself a small number and the
uncertainty in that number can be neglected next to volatility.

The first term in (4) has strictly zero expected value for any nonan-
ticipating strategy and hence the expectation comes entirely from the
second term. Thus E(Ĉ) = µE

∫ 1
0 v̂(t̂)2dt̂, and the complete risk-averse

cost function is approximately

Ê + µκ̄2V̂ ∼ µ
∫ 1

0
E
(
v̂(t̂)2 + κ̄2x̂(t̂)2

)
dt̂, µ → 0.

Suppose we had a candidate adaptive strategy x̂(t̂). Since the quadratic is
convex, the static strategy x(t̂) = Ex̂(t̂)will give a lower value of the cost
function, and hence an optimal adaptive strategy must be static when µ
is small. When µ is not small, adaptive strategies can create negative
correlation between the two terms in (4), reducing the overall variance
below its value for purely static trajectories. That is, adaptive strategies
are most valuable for institutional-sized portfolios.
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2.4 Portfolio comparison

In its simplest form, our goal is to determine the optimal strategy x(t)
for any specific set of parameters. But to understand the results, it is
useful to compare strategies and costs for portfolios of different sizes.

Consider two portfolios X1 and X2, with X2 = 2X1 and all other pa-
rameters the same including risk aversion; thus µ2 = 2µ1 and κ̄ is the
same. Portfolio X2 will in general cost four times as much to trade as
portfolio X1. For example, static trajectories for the two portfolios will
have identical shapes, and the costs will satisfy E2 = 4E1 and V2 = 4V1.

For adaptive strategies, the larger portfolio is still more expensive
to trade than the smaller portfolio, but it can take more advantage of
negative correlation. Thus we will have E2+λV2 < 4

(
E1+λV1

)
for each λ

(it is generally not true that separately E2 < 4E1 and V2 < 4V1). The ratio
of adaptive cost to static cost will be less for a large portfolio than for a
small portfolio, though all costs are higher for the large portfolio.

To highlight the difference in relative costs, when we draw efficient
frontiers as in Figure 2, we show expectation of cost and its variance
relative to their values for the linear trajectory. Then the static efficient
frontiers for all values of µ > 0 superimpose, since the costs of all static
trajectories scale precisely as X2. This common static frontier appears as
the limit of the adaptive frontiers as µ → 0. As µ increases, the adaptive
frontiers move down and to the left, away from the static frontier.

3 Example and Conclusions

Properly computing the completely optimal trajectory is a very difficult
problem in dynamic optimization, which we are still working on. Here, we
present results for a simplified problem in which the strategy is updated
only once before expiration, rather than continuously as it should be. We
do not give details of this problem or its solution, but we emphasize that
the results computed give lower bounds for the possible improvements.

Figure 2 shows the efficient frontiers. Each curve corresponds to a
fixed value of the market power µ. Along each curve, we vary the static
urgency parameter κ̄ from 0 to ∞, and for each pair (κ̄, µ) we compute
the solution and its costs using the single-update approximation. As
described above, we plot E and V relative to their values for the linear
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trajectories, to clearly see the improvement due to adaptivity.
We use these frontiers to obtain cost distributions for adaptive strate-

gies that are better than the cost distributions for any static strategy.
In Figure 2, the point labeled “κ = 8” describes a particular static tra-
jectory computed with parameter κ̄ = 8, giving a normal cost distri-
bution. For a portfolio with µ = 0.1, this distribution has expectation
E ≈ 4 × Elin ≈ 4 × µ = 0.4 and variance V ≈ 0.2 × Vlin = 0.2/3 = 0.067.
The inset shows this distribution as a black dashed line.

The pink shaded wedge in Figure 2 shows the set of values of (V , E)
accessible to an adaptive strategy with µ = 0.1, that are strictly prefer-
able to the static strategy since they have lower expected cost and/or
variance. On the efficient frontier for µ = 0.1, these solutions are ob-
tained by computing adaptive solutions with parameters approximately
in the range 4.9 ≤ κ̄ ≤ 7.1. There is no need to use the same value of κ̄ for
the adaptive strategy as for the static strategy to which it is compared.

The inset shows the cost distributions associated with these adaptive
strategies. For κ̄ = 4.9, the adaptive distribution has lower expected
cost than the static distribution, with the same variance. For κ̄ = 7.1,
the adaptive distribution has lower variance than the static distribution,
with the same mean. These distributions are the extreme points of a one-
parameter family of distributions, each of which is strictly preferable to
the given static strategy, regardless of the trader’s risk preferences. For
example, the adaptive solution for κ̄ = 6 has both lower expected cost
and lower variance than the static solution.

These cost distributions are strongly skewed toward positive costs,
suggesting that mean-variance optimization may not give the best pos-
sible solutions. Nonetheless, it is clear that these adaptive distributions
are strictly preferable to the reference static strategy, since they have
lower probability of high costs and higher probability of low costs.

3.1 Discussion

This simple example demonstrates that price adaptive scaling strategies
can lead to significant improvements over static trade schedules, and
it illustrates the importance of the new “market power” parameter µ.
But it is not the fully optimal adaptive execution strategy, which would
use stochastic dynamic programming to determine the trading rate as



Almgren/Lorenz: Adaptive Arrival Price February 21, 2007 15

0 0.2 0.4 0.6 0.8 1
0

1

2

3

4

5

6

7

 κ = 8
7.1

4.9

6.0

VWAP

µ=0

0.05

0.1

0.15
0.2

µ=0

0.05

0.1

0.15
0.2

V/V
lin

E/E
lin

0 0.2 0.4 0.6 0.8

κ=7.1

κ=4.9

κ=6.0

Nondimensional cost C

Figure 2: Adaptive efficient frontiers for increasing values of market
power µ. The expectation of trading cost E = E(C) and its variance
V = Var(C) are normalized by their values for a linear trajectory (VWAP),
as described in Section 2.4. The blue shaded region is the set of values
accessible to a static trajectory and the blue curve is the static frontier,
which is also the limit µ → 0 with fixed static urgency κ̄. The black curves
are the improved values accessible using a limited form of adaptivity, in
which the trajectory is updated only once before expiration; full adaptiv-
ity would give even better results. The improvement over static trajecto-
ries is significant and is larger for large portfolios. The inset shows the
actual distributions corresponding to the indicated points.
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a general function of the continuous state variables such as number of
shares remaining, time remaining, current stock price, and trading gains
or losses experienced to date.

One subtlety is that the mean-variance criterion cannot be used di-
rectly in this context: it involves the square of an expectation, which
is not amenable to dynamic programming techniques. However, Li and
Ng [2000] have shown how to embed mean-variance optimization into
a family of optimizations using a quadratic utility function. The mean-
variance solution is recovered as one element of this family. The need to
solve this family of problems is an additional degree of complication.

The calculation uses the tools of stochastic optimal control and re-
quires numerical solution of a highly nonlinear Hamilton-Jacobi-Bellman
partial differential equation. Proper formulation of this problem, and
solution of the resulting equations, is ongoing work of the authors. The
examples presented here show that even with very simple adaptive strate-
gies, substantial improvement is possible over static strategies.
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